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a b s t r a c t

We present a method for the calibration of in-house thorium isotope standards for use in U–Th
chronology, along with an assessment of instrumental biases on the Nu Plasma multi-collector
inductively-coupled-plasma mass spectrometer. Uranium and thorium mass fractionation is found to
be very strongly coupled, with no evidence of differences in mass bias behaviour. Both Th-isotope and
eywords:
CP-MS
horium isotopes
hronology

on counting

U–Th fractionation are most closely approximated by a linear-law fractionation model. Any deviations
from linear law are at the sub-permil level. We also investigate potential biases introduced by intensity-
dependant, and ion-beam-path dependant variations in ion-counter response. At count rates <∼350,000
counts per second, intensity-dependant gain variation can be accounted for entirely by dead-time, while
beam-path differences can cause gain variation of up to ∼0.8% for different Th isotopes. If this beam-path
bias is to be adequately corrected, ion-counter measurements of Th-isotope ratios must be made with

h-iso
ass fractionation reference to bracketing T

. Introduction

Multi-collector inductively coupled plasma mass spectrometry
MC-ICP-MS) has become an important tool in U–Th geochronology
1–3]. Critical to obtaining reliable ages is the ability to accurately
nd precisely measure sample 238U/234U and 230Th/238U ratios, and
n some applications the 232Th/230Th ratio. The 238U/234U ratio can
e measured directly, has much smaller natural variation than the
30Th/238U ratio and, because well-characterised isotopic reference
aterials (e.g. [4]) are available for U, instrumental biases can be

orrected relatively easily. The 230Th/238U ratio is measured with
eference to a mixed 236U–229Th, or 233U–229Th tracer, added to the
ample, with the 238U/236U (or 238U/233U) and 230Th/229Th ratios
ypically being measured in separate runs after chemical sepa-
ation and purification of U and Th. Unlike U, however, suitable
ell-characterised Th isotope standards are not widely available.
onsequently, most labs either use in-house Th standards [10,20],
r use U standards to correct for instrumental biases during the
easurement of 230Th/229Th and 232Th/230Th ratios by ICP-MS
2,5,19].
Mass fractionation (or mass bias) is a prime example of

uch an instrumental bias. If not adequately corrected, this is a
ajor potential source of inaccuracy in plasma source instrument
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measurements and results from the preferential extraction and
transmission of heavy ions from the plasma source into the mass
spectrometer [6]. For plasma source instruments, mass fractiona-
tion is commonly on the order of 0.5–0.8% per atomic mass unit
(AMU) in the mass range of U and Th [2]. Correction of mass frac-
tionation requires its magnitude to be assessed by measurement
of a solution with a known isotope ratio. While some certified Th
standards do exist, such as IRMM-035 and IRMM-036, these have
large 232Th/230Th ratios and lack 229Th, making them unsuitable for
this task. The lack of suitable certified standards has led many labs
to use the known isotope ratio of certified U standards to correct
for Th mass fractionation (e.g. [21]). This approach explicitly relies
on U and Th having identical mass fractionation behaviour.

Correcting for isotope fractionation requires knowledge of the
behaviour of the isotopes of interest and of the appropriate frac-
tionation ‘law’ to use. Even for pairs of isotope ratios of a single
element, deviation from commonly accepted fractionation laws is
observed [17,22,23]. Moreover, studies of element pairs such as
Cu–Zn [7] and Tl–Pb [8] suggest elemental differences in mass
fractionation behaviour can also occur. Although several causes of
mass fractionation in ICP sources has been proposed [6,24], the
relative contribution of these effects is uncertain, and mass frac-
tionation remains incompletely understood theoretically, leading

many studies to adopt empirical approaches [7,17,22]. It is there-
fore uncertain as to whether U and Th should exhibit similar mass
fractionation behaviour. Previous studies have attempted to evalu-
ate Th versus U mass fractionation on one widely used MC-ICP-MS,
the Thermo Fisher Neptune, but results are inconsistent. For exam-
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le, Ball et al. [9] have suggested differences which could lead to
naccuracies of up to 1% in Th isotope ratios if U is used to correct
or Th mass bias, but such large differences are not supported by
he work of Hoffman et al. [10].

Another significant analytical bias is the different response of
ollectors of different type. Most MC-ICP-MS are equipped with
araday collectors for the measurement of high-intensity signals,
nd some form of ion-counting system for low-intensity signals.
he ion-counter response must be calibrated relative to that of the
araday collectors prior to analyses, while the response of the ion
ounter itself is often not directly proportional to signal intensity
11–13]. Hoffman et al. [13] also demonstrated that at least some
econdary electron multiplier (SEM) systems have a memory, and
hat their response to a particular signal is in part determined by
he intensity of previously measured signals. Furthermore, Hoff-

an et al. [10] documented a systematic difference in ion-counter
fficiency between U and Th, while both Hoffman et al. [10] and Ball
t al. [9] noted similar differences in ion-counter efficiency between

and Th where energy filters were used to improve abundance
ensitivity. The low natural abundance of 230Th means that this
sotope is usually measured on an ion counting system (as com-

only is 229Th – the spike used for isotope dilution) while 232Th is
sually measured on a Faraday collector. Consequently, Th isotope
atios are affected by inaccuracies introduced in both the mass bias
orrection, and any ion-counter bias.

Recent studies of instrumental bias during U and Th analysis
or U/Th chronology by MC-ICP-MS have been conducted on the
hermo Neptune. The purpose of the current study is to investigate
ass bias and ion-counter biases on the other dominant commer-

ially available MC-ICP-MS – the Nu Plasma MC-ICP-MS – which
as a significantly different geometry from the Neptune. The sec-
nd purpose is to report the calibration of new in-house Th-isotope
tandards used at the University of Oxford. The study is presented
n two parts:

) A combined calibration of in-house thorium standards and
assessment of mass-bias behaviour using measurements made
entirely on Faraday collectors.

) Assessment of possible sources of inaccuracy from the Nu
Plasma ion counting system, based in part on the measurement
of the standards calibrated in the first part of the study.

. Methods

.1. Instrument design

The design of the Nu Plasma MC-ICP-MS has been described
n detail elsewhere (e.g. [14]), and will only be summarised here.
he Nu Plasma is a variable-dispersion double-focusing instrument
quipped with a fixed array of twelve Faraday collectors and three
iscrete-dynode ETP ion counters, and operating with an accelerat-

ng voltage of ∼4 kV. Two quadrupole lenses, which together form
‘zoom’ lens, are used to change the dispersion of the instrument,
llowing the isotope beams of interest to be aligned with the col-
ector array. Of the three ion counters, one is mounted behind an
nergy filter designed to reduce peak tailing, and thereby improv-
ng abundance sensitivity.

During the present study, analyses were carried out on two sepa-

ate Nu Plasma instruments at the Dept. Earth Sciences, University
f Oxford (with manufacturer product numbers Nu 001 and Nu
10 and termed here ‘Plasma 1’ and ‘Plasma 2’ respectively). Both
re of Nu Instruments’ original low-resolution design. The primary
ifferences between the two instruments are:
l of Mass Spectrometry 295 (2010) 26–35 27

1) The interface on Plasma-2 is fitted with a larger rotary pump,
and hence Plasma-2 has higher ion transmission efficiency than
Plasma-1.

2) Plasma-1 is equipped with a Cetac Aridus desolvating nebuliser,
whereas Plasma-2 is fitted with a Nu Instruments DSN-100 des-
olvating nebuliser.

3) Plasma-1 has an earlier generation of magnet.
4) Plasma-1 has less flight-tube baffling.
5) The amplifier on the axial Faraday collector on Plasma-1 is fit-

ted with a 1010 � resistor – all other Faraday collectors on both
instruments have a 1011 � resistor.

In addition, for one set of measurements (see below) a Thermo
Element II single collector ICP-MS was used.

2.2. Thorium isotope standard calibration and mass bias
assessment

2.2.1. Standards
Four artificial Th standards have been mixed from separate solu-

tions of 232Th (High Purity Standards Lot # 0724812), 230Th (IRMM
060), 229Th (Eckert & Ziegler Lot # 30216.01 and ‘Oak Ridge Th229’).
Approximate isotopic composition for these four standards are:

1) ThIS-1 232Th/230Th ∼1 (with no 229Th)
2) ThIS-2 232Th/230Th ∼1; 230Th/229Th ∼0.8
3) ThIS-3 232Th/230Th ∼106; 230Th/229Th ∼0.8
4) MAC-1 232Th/230Th ∼10; 230Th/229Th ∼0.06

One method to make and calibrate such standards is gravimet-
rically, but high purity 232Th, 230Th and 229Th metal (or oxide) is
not readily obtainable, and the stock solutions used here are insuf-
ficiently well characterised to allow gravimetric calibration.

ThIS-1 is intended as our primary thorium isotope standard
for instrumental tests and for the calibration of additional tho-
rium isotope standards. ThIS-2 and MAC-1 are secondary standards
intended for use as bracketing standards in the analysis of real sam-
ples. ThIS-3 comprises almost pure 232Th and has a 230Th/229Th
ratio as close as possible to that in ThIS-2. It is intended as a
dopant for ThIS-2, such that the 232Th/230Th ratio of ThIS-2 can
be adjusted to match real samples, without significantly changing
the 230Th/229Th ratio. This will allow the mixing of further Th stan-
dards with isotope ratios that are a close match to various types of
samples.

2.2.2. Instrument setup
Analyses of ThIS-1, ThIS-2, and MAC-1 were carried out on

Plasma-2, and ThIS-1 was also analysed on Plasma-1; in some cases
these were mixed with CRM U-500 uranium and SRM 982 lead.
For results in Sections 3.4–3.6 of the paper, all isotope ratios were
measured on Faraday collectors, in blocks of 10 × 10-second inte-
grations. Collector baselines were measured prior to each analysis
– measurements were made at half masses, and with the electro-
static analyser and transfer optics set to prevent transmission of
the ion beam to the collector array. Measurement of baselines after
each analysis was also considered, but was unnecessary, due to the
relatively short analysis time and the observed stability of the base-
lines. Collector amplifier gains were calibrated routinely using an
internal voltage source, and the deviation of the relative amplifier
gains is <20 ppm. Additionally, the relative gains of the Faraday cups
themselves were estimated by measuring the 207Pb/206Pb ratio of

SRM981 or SRM982 in different collector pairs. On both instru-
ments, the axial Faraday collector has a relative gain /= 1 (∼1.2‰
high for Plasma-1 and ∼0.4‰ low on Plasma-2), and was avoided.
Any deviations in the gain of the other Faradays on Plasma-2 is small
(likely to introduce systematic errors of <0.1‰ if uncorrected), but
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as been corrected for. For Plasma-1, the different resistor on the
xial collector precluded the reliable measurement of Faraday col-
ector gain at the epsilon-level, and a Faraday gain correction is not
pplied.

Peak shape, and peak alignment was checked visually every
ew analyses, or whenever instrument operating parameters were
hanged. For U–Th and U–Th–Pb mixtures the U, Th, and Pb isotopic
atios were measured alternately. For Pb, this is unavoidable, as it is
oo light to fit on the collector array with U. U and Th isotope ratios
ould in principal be measured simultaneously, however, in prac-
ice there is sufficient defect in the zoom optics that there is always
ome compromise in aligning peaks separated by this wide a mass
ange. For this reason (and since the analysis time is not limited by
ample size) U and Th ratios were also measured in alternate steps.

Preliminary tests indicated that in U–Th–Pb mixtures measured
n Plasma 1, spuriously scattered ions (predominantly scattered
b on 235U) produced a small but significant offset in the measured
sotope ratios. To correct for this, Th, U, and Pb solutions were anal-
sed separately, so that the contribution of scattered Pb ions to
he U and Th measurements could be determined and corrected
and similarly, the effects of scattered Th to the U and Pb measure-

ents etc.). This effect was not observed on Plasma 2 and therefore
resumably relates to the less comprehensive flight-tube baffling
n the earlier Plasma 1 instrument. Blank contributions from each
tandard (e.g. trace U and Pb in ThIS-1) that would slightly bias the
omposition of the U–Th–Pb mixtures were corrected in the same
ay.

Washout times between different solutions was sufficient that
emory effects in the measurements are insignificant.
Measurements of ThIS-3 were carried out on a Thermo Ele-

ent II, operating in medium resolution mode. The resolution in
his mode is ∼4000 and is therefore higher than the ≈400 on the
ow-resolution Nu Plasma instruments, allowing better characteri-
ation of the peak tail of the large 232Th beam. 230Th and 229Th were
easured with the collector in counting mode, while 232Th was
easured with the collector in analogue mode. The gain between

nalogue and counting mode is corrected automatically by the
nstrument software. The mass windows for each isotope was set to
00% of the peak width, so that the contribution of scattered 232Th
o the small 230Th and 229Th beams could be assessed on either side
f the peak to allow for correction of the peak height.

.2.3. Procedure for calibration of Th standards
The 232Th/230Th ratio of ThIS-1 has been calibrated against CRM

-500 based on the certified 238U/235U ratio of 1.0003 ± 1‰ for the
RM [4], and an attempted calibration made against NIST SRM982
ased on a 208Pb/206Pb ratio of 1.00016 ± 0.00036 [16]. These cal-

brations were performed by analysing mixed solutions of ThIS-1
nd the certified U or Pb standard. Although the Th–Pb fractiona-
ion behaviour is not relevant to U–Th chronology, Pb has a similar

ass to Th, a well characterised isotopic standard, and provides the
ost appropriate independent alternative to U for this calibration.
The nature of the 238U/235U–232Th/230Th and

08Pb/206Pb–232Th/230Th fractionation curves is not known a priori,
nd hence to calibrate ThIS-1, mass bias must be corrected empiri-
ally, without reference to a particular mass fractionation ‘law’. The
pproach taken here is to construct the 238U/235U–232Th/230Th and
08Pb/206Pb–232Th/230Th fractionation curves by making measure-
ents under the largest range of mass fractionation obtainable,

nd extrapolating them back to zero fractionation for the known
tandard in the mixture. Under normal running conditions, mass

ractionation on the Nu Plasma is on the order of 5–8‰ per AMU,
nd the variation in fractionation within a particular analysis
ession is relatively small (typically <1.5‰/AMU). Manipulation of
he desolvator gas flows and torch position can, however, produce
much wider spread of mass bias, between 0.14‰ and 8.9‰/AMU.
l of Mass Spectrometry 295 (2010) 26–35

Specifically, reducing membrane gas flow, and increasing the
spacing between the torch and sampler cone suppresses mass
bias (consistent with [6]). Provided flat-topped peak geometry is
maintained, the fractionation curves are reproducible.

Producing the widest possible spread of data maximises the
likelihood of choosing the appropriate regression method, and
minimises uncertainties introduced in extrapolating between the
measured data and zero fractionation for the known reference stan-
dard (i.e. U-500). However, there is a critical assumption in this
method which requires testing: that the measured fractionation
curve passes through the true value of the U and Th standard simul-
taneously (i.e. U fractionation = Th fractionation = 0). To validate the
method, two tests were carried out:

1) On one of the ThIS-1 calibration runs the Th was admixed
with SRM982 and the 208Pb/206Pb–207Pb/206Pb fractionation
curve was constructed. The 208Pb/206Pb–207Pb/206Pb curve is
the simplest possible scenario, since both ratios are between
isotopes of the same element (and therefore only subject to
mass-dependant effects), and the true value of both ratios is
certified. This provides a test of whether, in the absence of
any inter-element effects, the method will generate a fraction-
ation curve that passes through the true value of the standard,
and hence whether a U–Th fractionation curve is likely to pass
through the point where U fractionation = Th fractionation = 0 if
there are only mass-dependant effects.

2) The second test was to evaluate whether there was any decou-
pling of U and Th mass fractionation behaviour that could cause
deviation from the simple Pb–Pb situation above. ThIS-1 cal-
ibrations were carried out several times, and on instruments
with different configurations to demonstrate reproducibility. If
there is any decoupling of U and Th mass fractionation then it
is not unreasonable to expect different behaviour on Plasma
1 and Plasma 2 because of their different front-end config-
urations. Likewise, changing instrument parameters within a
particular calibration run (particularly to the extreme running
conditions necessary to produce maximum and minimum frac-
tionation values), might be expected to change the fractionation
behaviour of Th relative to U at different absolute fractionation
values – i.e. the slope of the fractionation curve would change
along its length.

Linear regression [15] is used where data sets show no sign
of deviation from linearity. From a theoretical standpoint, this is
valid, since over the range 0–8.9‰/AMU fractionation, all three
commonly used fractionation laws give linear (linear law) or
insignificantly non-linear (power and exponential laws) theoretical
fractionation curves for the U–Th–Pb mixtures used here.

Following calibration of the ThIS-1 standard, it was used,
in a modified standard bracketing approach, to calibrate the
232Th/230Th ratios of the two further in house Th standards – ThIS-
2 and MAC-1. These were also calibrated directly against U-500
in an identical fashion to that described above for ThIS-1. At the
epsilon level of analytical precision desired here, it cannot be safely
assumed that simple standard bracketing with ThIS-1 will be ade-
quate to correct for mass fractionation in the unknowns because:
(1) irregular temporal drift in mass fractionation will not be fully
corrected for; (2) slight systematic differences in the degree of
fractionation between the different solutions cannot be ruled out.
To help negate these problems, admixed U-500 in both solutions
was used to monitor differences in mass fractionation between

the unknowns and bracketing ThIS-1 standards. The mass frac-
tionation correction was then split into two parts (Appendix A).
A first estimate of the mass fractionation for the 232Th/230Th ratio
of the unknown was obtained from the 232Th/230Th of the bracket-
ing standards; the choice of law is irrelevant since the correction is
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Table 1
Summary of calibration results.

232Th/230Th Uncertainty (95% conf.) 230Th/229Th Uncertainty (95% conf.)

ThIS-1
Plasma 1 0.94092 (0.00006)
Plasma 2 (ThIS-2 calibration run) 0.94096 (0.00005)
Plasma 2 (MAC1 calibration run) 0.94105 (0.00009)
Mean 0.94098 0.00064 (0.00014)

ThIS-2
Plasma 2 0.95325 0.00065 0.77116 0.00027
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MAC1
Plasma 2 9.9513 0.00

rrors are absolute, and include the uncertainty on the certified value of U-500, exc

alculated from, and applied to the same ratio. An offset (relative
ass bias correction) was then applied to this first fractionation

stimate based on the difference in the measured dopant 238U/235U
atio between the bracketing standard and unknown. This relative
ass-bias correction was calculated assuming linear law fraction-

tion, but accounts for <10% of the total mass bias correction on
he unknowns, and is consequently insensitive to the choice of
ractionation law.

The calibration analyses of ThIS-2 and MAC-1 were made over
wide range of mass fractionation to demonstrate that the modi-
ed standard bracketing procedure robustly corrects the unknown
o a constant value, irrespective of the magnitude of the mass
ias, and also to allow direct comparison to U-500, in the same
ay that ThIS-1 was calibrated. This dual approach was chosen so

hat the calibrations of ThIS-2 and MAC-1 are traceable to ThIS-1,
s well as to the certified U-500 standard. This allows for poten-
ial future refinement of the calibrations for all three standards
y measuring ThIS-1 against other primary gravimetric uranium
tandards.

The 230Th/229Th ratios of ThIS-2 and MAC-1 were determined
n an analogous way to the 232Th/230Th ratio of ThIS-1, by regres-
ion of the fractionation curve, but in this case using the calibrated
32Th/230Th ratio as a reference point. The 230Th/229Th ratio of ThIS-
was determined by standard bracketing (without U doping) using
hIS-2 as the bracketing standard on the Element 2.

.2.4. Mass bias assessment
The appropriateness of different theoretical mass-fractionation

aws has been assessed using data collected during the Th stan-
ard calibration runs. Theoretical mass fractionation curves have
een calculated for the Th–(U)–(Pb) mixtures, and compared to
he observed fractionation curves defined by the measured data.
owever, it is the slope of the line connecting an analysis to its

rue value that determines the appropriate fractionation law for
hat analysis, and this is only guaranteed to be coincident with
he measured array if the measured array is both linear and passes
hrough the true isotopic composition. Only measured curves that
re considered to meet these requirements are assessed (Th–Pb
urves excluded – see Section 3.4).

.3. Ion counter response and accuracy test

.3.1. Instrument setup
All ion counter tests were carried out on an ETP electron multi-

lier on Plasma 2. The high-mass ion counter (IC0) was used, and
s not fitted with an energy filter. All three of the ion counters on
lasma 2 are, however, positioned behind a deflector lens such that

he ion beam can be automatically deflected if it exceeds a defined
ntensity, in order to protect the ion counter from damage.

During Th isotope measurement for geochronology, it is usu-
lly necessary to measure both the 230Th and 229Th on an ion
ounter because of the small size of these two beams. On the Nu
0.060926 0.000024

ose in brackets.

Plasma (with its normally supplied collector set-up) this measure-
ment must be made dynamically by switching the 230Th and 229Th
into a single ion counter, and accounting for any intensity variation
between measurement steps with a normalising isotope (typically
232Th) measured in Faraday collectors in both steps. This creates
two potential problems on IC0:

1) The response of the ion counter could differ for 230Th and 229Th
because of possible mass dependent gain effects (e.g. [9]), or
because the beam path of the two isotopes into the ion counter
(or through the deflector immediately in front of the ion counter)
is subtly different.

2) The 230Th and 229Th beam sizes commonly differ in intensity
by an order of magnitude, and hence the measured 230Th/229Th
ratio is vulnerable to any intensity-dependant variation in gain.

To quantify the first of these possible problems, a mixture
of 232Th, 230Th, 229Th, and 236U was prepared such that the
beam intensities of 232Th ≈ 230Th ≈ 229Th < 236U. Faraday/Faraday
and Faraday/IC0 measurements of the 236U/2xxTh ratios were then
made to determine the gain of IC0 when measuring each of the Th
isotopes. This mixture was analysed repeatedly, with ion-counter
settings and zoom optics re-optimised before each analysis such
that the path of the ion beams into IC0 were subtly changed. The
equal beam size for 232Th, 230Th, and 229Th negates any intensity-
dependant response variation.

To test the linearity of the ion counting system, two tests were
carried out. Firstly, a series of Faraday/IC0 238U/235U measurements
were made on a natural uranium solution, which was progressively
diluted so as to vary the 235U intensity. This was done to qualita-
tively characterise the ion-counter response curve. The 238U/235U
ratio of natural U was chosen as it is effectively free of memory
effects, because only natural U is routinely analysed on Plasma 2
(the U-500 Th standard calibrations were carried out more that a
year earlier). This was repeated several times, and runs with obvi-
ous temporal drift discarded.

In the second test, IC0/IC0 measurements of the 230Th/229Th
ratio and Faraday/IC0 measurements of the 232Th/229Th ratio of
MAC-1 (doped to give a 232Th/229Th ∼10, 230Th/229Th as per Table 1)
were made. ThIS-2 (doped to give a 232Th/230Th of 249.67 ± 0.42
(95%), 230Th/229Th as per Table 1) was used as bracketing standard.
The 230Th/229Th and 232Th/229Th ratios measured for MAC-1 were
normalised to the bracketing standards to both correct for mass
fractionation, any differences in ion-counter response between
230Th and 229Th aside from intensity-related response differences,
and ion-counter-Faraday gain differences. Analyses were made in
a two-step routine where the static Faraday/IC0 232Th/230Th ratio

is measured in one step, and the static 232Th/229Th ratio is mea-
sured in the other step, thereby using the Faraday measurement of
232Th to correct for signal instability on the dynamic 230Th/229Th
ratio. The second test was carried out to quantitatively charac-
terise the non-linearity over the intensity range of interest for the
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Fig. 1. 208Pb/206Pb–207Pb/206Pb fractionation curve based on SRM982 measure-
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Fig. 3. Pb–Th and Pb–U fractionation curves for an SRM982 – U-500 – ThIS-1 mix-
ture. The vertical shaded region is centred around 1.00016, the certified value of
SRM982, and the horizontal shaded regions are the values for the 238U/235U of U-
500, and the best estimate of the 232Th/230Th ratio of ThIS-1, based on calibration
against U-500 (see Fig. 2). Note that for both plots, the curves are non-linear at
low fractionation values. The steeper of the regression lines for both plots is fitted
ents during the Plasma-1 calibration of ThIS-1. Note that the fractionation
urve passes through normally optimised running conditions (208Pb/206Pb ∼1.016,
07Pb/206Pb ∼0.4707) and extrapolates to the NIST certified value for SRM982
shown by the black square). Errors are 2 s.e.

ritical 230Th/229Th ratio, and to determine the accuracy of the non-
inearity correction.

. Results and discussion

.1. Results – validation of the calibration method

One ThIS-1 – U-500 – SRM982 run was carried out on Plasma-1,
nd two ThIS-1 – U-500 runs were carried out on Plasma-2, and the
ata are summarised in Figs. 1–3.

The 208Pb/206Pb–207Pb/206Pb fractionation curve for the

RM982 in the Plasma-1 run forms a linear array, which, when
xtrapolated passes through the NIST certified value [16] for
RM982 (Fig. 1). Since the curve is both linear, and passes through
he true value, the approach of calibrating an unknown standard by

ig. 2. Calibrations of ThIS-1 against U-500. The vertical line is at 1.0003, the certi-
ed 238U/235U ratio of U-500 [4], and the shaded area is the ±1‰ uncertainty. The
heoretical fractionation curves for the three common fractionation laws, based on
true 238U/235U of 1.0003, and 232Th/230Th of 0.94098, are shown for reference. Data
ith ∼1.018 < 238U/235U < 1.022 were obtained under ‘normal’ operating conditions.

rrors are 2 s.e.
through the linear part of the data (208Pb/206Pb > 1.005) and the flatter curve through
the least fractionated data (208Pb/206Pb < 1.005), and highlights the change in gra-
dient. The slight cluster of data with ∼1.016 < 208Pb/206Pb < ∼1.017 were measured
under ‘normal’ operating conditions. Errors are 2 s.e.

regressing an array of data obtained by deliberately manipulating
the mass bias is sound, at least where inter-elemental effects
can be ruled out. Furthermore, because the fractionation curve
is linear and passes through the true value, the net fractionation
path for any individual analysis (i.e. a line connecting an analysis
to the true value – the slope of which determines the appropriate
fractionation law for correction) is coincident with the measured
curve – i.e. the slope of the measured data can be used to assess
the fractionation law.

The 238U/235U–232Th/230Th data (Fig. 2) from the three ThIS-
1 calibration runs are highly consistent in two respects. Firstly,
despite being obtained on instruments with different configura-
tions, all the data define a single coherent curve, and secondly,
that curve is linear, and even under the extreme running condi-
tions necessary to produce the high- and low-fractionation parts
of the curve, there are no changes in gradient. In other words, U
and Th fractionation appear to be strongly coupled – their relative
behaviour appears constant irrespective of running conditions or
the instrument used for analysis.

Individual ThIS-1 calibration runs have a precision <0.1‰ on
the calibrated 232Th/230Th ratio, and an uncertainty of <∼1% on
the fractionation curve slope. We observe no variation outside of
analytical uncertainty on either the corrected 232Th/230Th ratio
or the 232Th/230Th–238U/235U fractionation curve slope between
the three calibration runs. On this basis, inter-elemental differ-
ences in fractionation between U and Th, at least on the nominally
pure solutions analysed here, appear unlikely, and it seems a valid

assumption that the U–Th curve passes through the point where U
fractionation = Th fractionation = 0. This curve therefore simultane-
ously passes through the true value of the two standards.

In other element pairs, inter-element discrepancies/instability
in mass bias has been observed. Thirlwall [8] observed day to day
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ariations in 205Tl/203Tl calculated by normalisation to Pb standards
f ∼0.4‰, and ∼0.3‰ variations in 206Pb/204Pb corrected for mass
ias using Tl, between different sample introduction systems, both

n nominally pure solutions. Maréchal et al. [7] found even larger
ariations between Cu and Zn with fractionation curve slopes vary-
ng by as much as 50% on a day-to-day basis. Both variations are
ignificantly larger than the analytical uncertainty obtained here.

The 208Pb/206Pb–232Th/230Th (and the 208Pb/206Pb–238U/235U)
ata are shown in Fig. 3, and unlike the U–Th data, show non-

inearity at low fractionations. The cause for the anomalous
ehaviour is not known, but the behaviour is not seen in the cor-
esponding 208Pb/206Pb–207Pb/206Pb data and seems to relate to
nter-element chemical effects between Pb and Th (and between
b and U), rather than purely mass-dependent effects.

The bulk of the U–Pb curve (steep line on Fig. 3) has a slope ∼3/2
onsistent with the 238U/235U and 208Pb/206Pb ratios fractionating
oherently together (i.e. the slope at least approximates to ‘normal’
ass bias), but is offset towards greater absolute Pb fractionation

elative to U and therefore does not pass through the true value of
he standards. The rather flat least fractionated part of the curve
rovides an indication that at some point in the fractionation path
b is fractionated in preference to U, and this is bourn out by the
lmost flat trajectories between the least fractionated data and the
rue value of the standards. The same appears true of Pb and Th.
his is consistent with the suggestion of multiple mechanisms for
ass fractionation in ICP-MS instruments [24].
The apparent decoupling of Pb and Th fractionation means that

he Th–Pb fractionation curve cannot be utilised for calibration
urposes (or to assess mass bias law). However, it does demon-
trate the value of running the instrument at a wide range of mass
iases: interpretation only of the more fractionated linear part of
his curve, which includes normal operating conditions, would be

isleading.

.2. Results – thorium standard calibration

Calibration results for ThIS-1 are summarised in Table 1. The
38U/235U–232Th/230Th fractionation curve shows no evidence of
on-linearity (Fig. 2), and thus the true value of ThIS-1 has been esti-
ated using linear regression [15] of the data through the certified

alue for U-500. The three U–Th calibrations yield statistically iden-
ical 232Th/230Th ratios for ThIS-1 with a mean of 0.94098 ± 0.00014
2SD) (or ±0.00064 95% including the uncertainty on U-500).

The results for the 232Th/230Th calibration of ThIS-2 (based
n combined U-500 doping and standard bracketing with ThIS-
) are summarised in Table 1. The external reproducibility of
he raw ThIS-2 232Th/230Th ratios is ±8.24‰ (2SD), reflecting the
ide spread of mass bias. After correction with the modified

tandard bracketing approach, the corrected 232Th/230Th ratio is
.95325 ± 0.00008 (2SD) (or ±0.00065 95% including the uncer-
ainty on ThIS-1 bracketing standards), and is constant over the
ange of fractionations obtained (precision improves to ±0.087‰
2SD) after correction). A small systematic difference in the mass
ractionation between the ThIS-2 analyses and the bracketing ThIS-

measurements was detected with the U-doping and corrected
mean offset 0.117 ± 0.058‰ per AMU, 2SD.). Correction with the
h bracketing standards alone produces a significantly worse exter-
al reproducibility of 0.16‰ (2SD).

Regression of the 238U/235U–232Th/230Th fractionation curve for
-500-doped ThIS-2 (using a value of 1.0003 for U-500) yields a
orrected 232Th/230Th ratio of 0.95326 ± 0.00009 (95%, analytical

recision only), within analytical uncertainty of the value obtained
y combined standard bracketing and U-doping. The uncertainty on
he 232Th/230Th ratio for ThIS-2 in Table 1 includes the propagated
ncertainty on the bracketing standards and Faraday collector
ains.
Fig. 4. Calibration of the 230Th/229Th ratio of ThIS-2 on Plasma-2. 0.95325 ± 0.00065
is the current best estimate of the true 232Th/230Th ratio of ThIS-2. Errors are 2 s.e.

The results for the 230Th/229Th calibration of ThIS-2 are sum-
marised in Fig. 4. The data show no evidence of non-linearity,
and regression of the 232Th/230Th–230Th/229Th fractionation curve
yields a corrected 230Th/229Th ratio of 0.77116 ± 0.00005 (95%, ana-
lytical precision only) (or ±0.00027 95% including uncertainty from
the 232Th/230Th ratio). For U-500 doped ThIS-2 analyses, regression
of the 238U/235U–230Th/229Th fractionation curve yields a value of
0.77112 ± 0.00011 (95%, analytical precision only), identical within
analytical error. The 230Th/229Th value given in Table 1 includes the
propagated uncertainty from the 232Th/230Th ratio of ThIS-2, and
Faraday collector gains.

MAC-1 was calibrated in an identical way, also on Plasma
2. The external reproducibility of the raw 232Th/230Th ratio for
MAC-1 is 7‰ (2SD). Correction with the bracketing standards com-
bined with U-doping gives a value of 9.9513 ± 0.0018 (0.18‰ 2SD)
(or ±0.0069 95% including the uncertainty on ThIS-1 bracketing
standards). No systematic difference in the fractionation between
MAC-1 and the bracketing ThIS-1 standards was detected with
the U-doping (mean fractionation difference 0.089 ± 0.200‰ per
AMU 2SD). As in the case of the ThIS-2 calibration, the com-
bined bracketing and doping approach produces better external
reproducibility than standard bracketing alone (0.32‰ versus
0.18‰ 2SD). Regression of the 238U/235U–232Th/230Th fraction-
ation curve gives an identical value of 9.9501 ± 0.0011 (95%,
analytical precision only). The uncertainty on the 232Th/230Th
ratio of MAC-1 presented in Table 1 includes the uncertainty
from the bracketing standards and Faraday gains. Regression of
the 232Th/230Th–230Th/229Th fractionation curve gives a corrected
230Th/229Th of 0.060926 ± 0.000014 (95%, analytical precision only)
(or ±0.000024 95% including the uncertainty on the 232Th/230Th
ratio), and regression of the 238U/235U–230Th/229Th fractionation
curve gives a corrected 230Th/229Th of 0.060924 ± 0.000009 (95%,
analytical precision only), identical within analytical error. The
uncertainty on the 230Th/229Th ratio of MAC-1 presented in Table 1
includes the uncertainty form the 232Th/230Th ratio of MAC-1, and
Faraday gains.

The 230Th/229Th ratio of ThIS-3 was calibrated on the Thermo
Element 2, using ThIS-2 as the bracketing standard to correct for
mass bias; a value of 0.749 ± 0.013 (2SD) was obtained. Abundance
sensitivity respectively contributed ∼8.5% and ∼3.3% to the peak

height of 230Th and 229Th. The 232Th/230Th ratio was also measured
as 1.288 × 106 ± 0.035 × 106 (2SD) after abundance sensitivity cor-
rection, and mass bias correction (linear-law using the 230Th/229Th
ratio). However, the 232Th/230Th ratio is measured over a large
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Table 2
Fractionation curve slopes for various U and Th isotope pairs compared to the theoretical fractionation law slopes according to linear, power, and exponential laws. Errors
on the measured slopes are at the 95% confidence limit. The “fit to linear law” is the actual slope divided by the linear law theoretical slope.

232Th/230Th–230Th/229Th 238U/235U–232Th/230Th 238U/235U–230Th/229Th

ThIS-1 (Fig. 6 point #6)
Linear – 0.6271 –
Power – 0.6549 –
Exponential – 0.6395 –
Actual – 0.6241 ±0.0037 –
Fit to linear law – 0.9952 ±0.0059 –
ThIS-2 (Fig. 6 point #4) (Fig. 6 point #5) (Fig. 6 point #3)
Linear 0.4045 0.6353 0.2570
Power 0.4075 0.6634 0.2667
Exponential 0.4048 0.6478 0.2623
Actual 0.3965 ±0.0060 0.6299 ±0.0060 0.2518 ±0.0077
Fit to linear law 0.980 ±0.015 0.9915 ±0.0094 0.980 ±0.030
MAC-1 (Fig. 6 point #1) (Fig. 6 point #7) (Fig. 6 point #2)
Linear 0.00306 6.632 0.02030
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reveals that the deviation from linear law only changes significantly
with decadal variation in fractionation curve slope, and therefore
even a crude estimate of the slope of the fractionation curve could
be used to refine the fractionation law used. This is significant

Fig. 5. Deviation in slope of measured 238U/235U–232Th/230Th,
Power 0.00308 6.
Exponential 0.00306 6.
Actual 0.00278 ±0.00014 6.
Fit to linear law 0.908 ±0.046 1.

ynamic range, and it was not possible to standard bracket to
ccount for any non-linearity of the SEM collector, hence, this value
s as an approximation only.

.3. Results – assessment of mass fractionation law

York [15] regression slopes for 238U/235U–232Th/230Th,
38U/235U–230Th/229Th, and 232Th/230Th–230Th/229Th fraction-
tion curves are summarised in Table 2, along with the theoretical
lopes of the fractionation curves according to the commonly
ssumed mass fractionation laws (the method for calculating the
heoretical slopes is given in Appendix A). Measurements fall on
traight lines and are considered in all cases to pass through the
rue isotopic composition, therefore fulfilling the requirements to

eaningfully assess their slopes and hence the most appropriate
ractionation law. Overall, the linear law is the best approximation
o the data and provides a good fit to most datasets. Deviations from
inear law are apparent, however, particularly for combinations of
he MAC-1 standard and U-500 where the 238U/235Th–232Th/230Th
elationship is ∼1.6% steeper than the theoretical linear-law slope,
hile the 238U/235Th–230Th/229Th relationship is ∼7.3% shallower.

he deviation from linear law (and similarly for exponential law)
ppears to be non-random (Fig. 5), and varies systematically
ith the slope of the measured fractionation curve. Note that the

08Pb/206Pb–207Pb/206Pb fractionation curve also falls on the same
rend.

Figure 6 documents the slight breakdown of linear law frac-
ionation in MAC-1. The deviation between uranium corrected
30Th/229Th ratios, and the calibrated 230Th/229Th increases with
ncreasing fractionation. However, it should be noted, that while
sing U to correct for Th mass bias is detectably inaccurate for
AC-1, the inaccuracy in the corrected ratio is at worst <0.7‰,

nd under more typical fractionation values of 5‰ per AMU is
0.5‰. At the permil level of precision typical of 230Th mea-
urements the use of U to correct for mass bias assuming linear
aw is a reasonable approximation on the Nu Plasma (consis-
ent with the conclusions of Hoffman et al. [10] for the Thermo
eptune).

At the epsilon level precision, obtainable by some recent stud-
es in which modified Faraday collectors have been used in place

f ion counters [18], such variations in mass fractionation law are
otentially significant. Variations in fractionation law between dif-
erent isotope ratio pairs have been documented previously for Nd,
nd Cd and Sn, along with methods for dealing with such anoma-
ies [17,23]. Given that the deviation from linear law observed here
0.02136
0.02072

±0.079 0.0188 ±0.00065
±0.012 0.926 ±0.032

shows some evidence of being systematic, a somewhat analogous
method for correction is suggested, whereby a basic fractionation
law is modified with a secondary correction. Examination of Fig. 5
238U/235U–230Th/229Th, and 232Th/230Th–230Th/229Th fractionation curves from
the theoretical linear law and exponential law slopes. Note that the deviation is
non-random and correlates with the slope of the fractionation curve. Errors are
2 s.e. The reference numbers for the data points correspond to those in Table 2. The
slope for the 208Pb/206Pb–207Pb/206Pb fractionation curve from SRM982 obtained
during ThIS-1 calibration is also shown, and falls on the same trend.
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Fig. 6. Deviation of 230Th/229Th ratios, corrected using linear law mass bias calcu-
lated from 238U/235U, from the calibrated value for MAC-1. The modified linear law
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Fig. 8. Faraday/IC0 measurements of 235U/238U versus 235U signal intensity on IC0.
The data are raw, and uncorrected for gain, mass fractionation, or dead-time of the
ion-counter system; measurements were made by progressively diluting a natural
U solution to change the signal intensity, and constitute four replicate runs. The

is by standard bracketing. For Th measurements for chronology,
this means that the critical 230Th/229Th ratio must be bracketed
orrection used here applies 0.935 of the linear law U fractionation to the Th. The
alue of 0.935 is read from Fig. 5 based on a 238U/235U–230Th/229Th fractionation
urve slope estimate of ∼0.02, obtained from the raw data. Note that the deviation
s substantially reduced. Errors are 2 s.e.

ecause for unknowns it means that an estimate of the theoretical
inear law slope can be calculated from the raw measured data, and
sed to determine an offset from linear law to refine the correction.
n example of such a correction is illustrated in Fig. 6.

.4. Results – ion counter biases

Ion counter gain is seen to differ between Th isotopes by ∼0.8%

Fig. 7). This variation is not seen to be systematic with respect
o mass, but does change on re-optimizing the zoom optics/ion-
ounter settings, suggesting the change in beam path is responsible
or this effect. This finding is significant because beam-path effects
ould potentially bias all dynamic ion-counter measurements, not

ig. 7. Gain for different Th isotopes determined by measuring 2xxTh/236U alter-
ately on IC0/Faraday and Faraday/Faraday for each Th isotope. Data were collected

n three blocks; the ion counter was re-tuned before each block. Note that in the first
lock of data the gain for 230Th is ∼0.8% lower than that for 232Th and 229Th .This
ifference is not systematic with respect to mass, and is absent in the subsequent
locks after re-optimisation of the zoom optics and ion counter settings. Errors are
s.e.
first run (open symbols) is not coincident with the subsequent runs (probably due
to temporal drift in the gain) and is not considered further. The response curve
<∼350,000 cps is not significantly non-linear, however, the slope clearly increases
at higher count rates. Errors are 2 s.e.

only those of U–Th, and the only obvious way of determining that
such effects are not present (or correcting for them if they are),
with 230Th/229Th measurements of known standards, and it also
effectively precludes the use of U for determining ion counter gain

Fig. 9. Measurements of MAC-1 229Th/230Th on IC0 versus 229Th intensity. Open
symbols are corrected for all biases except dead-time, using ThIS-2 bracketing stan-
dards (two runs on consecutive days). Filled symbols are the same data with a
22.7 ± 2.2 ns dead-time correction applied. Note the slope on the non-dead-time
corrected data, and the inaccuracy of the values obtained above ∼100,000 cps. The
horizontal shaded region corresponds to the calibrated value of MAC-1. Errors are
2 s.e.
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uring Faraday/ion-counter 232Th/230Th measurement where high
ccuracy is required.

Assessment of IC0 response reveals a gain decreases of ∼2%
cross count rates from close to zero to 800,000 cps (Fig. 8). At
ount rates <350,000 cps, this decrease can be fitted by a straight
ine. At higher count rates the slope of the response curve clearly
hanges (Fig. 8), but this is above the intensity range at which
on-counter measurements are routinely made (350,000 cps is
quivalent to ∼5.6 mV allowing straightforward Faraday measure-
ent). Below ∼350,000 cps, the change in gain with intensity can be
ell explained by a dead-time in the ion-counter system of ≈22 ns.

This dead-time was more quantitatively constrained using fully
tandard bracketed measurements of MAC-1, up to 229Th intensi-
ies of 350,000 cps (i.e. corresponding to the linear part of Fig. 8). The
araday/IC0 232Th/229Th and IC0/IC0 230Th/229Th data both show
n increase in ratio with signal intensity. This linear increase of
atio with signal intensity is removed by applying a 22.7 ± 2.2 ns
ead-time (Fig. 9).

. Conclusions

This study demonstrates that Th standards can be robustly cal-
brated against known U standards without the need to assume a
ractionation law. Such calibrated Th standards are critical to under-
tanding and fully correcting instrumental biases in Th isotope
easurements.
Linear law mass bias provides a reasonable approximation for

–Th and Th mass fractionation and, under typical running condi-
ions, its use is likely to lead to inaccuracies of <0.5‰. In principle,
herefore, U can reasonably be used to correct mass bias during the
nalysis of unknown Th samples at the permil level of precision
ypical of most ion counter analyses. At higher precision, deviation
rom linear law becomes significant, but is potentially correctable
s the deviation apparently varies systematically with respect to
ractionation curve slope.

In practice, solely using U to correct for mass fractionation is not
onvenient for dynamic ion counter measurements of 230Th/229Th
n the Nu Plasma. This ratio is potentially biased by beam-path
ffects leading to gain differences on the 230Th and 229Th measure-
ents at permil level or larger. Variation in SEM gain between

ifferent isotopes has been observed previously, and especially
etween U and Th isotopes where an energy filter is used [9,10].
lthough not investigated here, this is a similar problem to that
f differing beam-path effects presented here – i.e. ion counter
esponse can vary between different isotope beams. Such biases on
nknown samples can only be corrected using Th standards mea-
ured in the same configuration, and it is therefore more practical to
tandard bracket samples with Th standards, applying a combined
orrection for mass bias and ion counter response.

Under the typical operating range of 0 to ∼350,000 cps used
or 230Th and 229Th measurements, all non-linearity on the ETP
lectron multiplier tested here can be explained by dead-time.
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ppendix A.

Correction procedure used in the combined ThIS-1 standard
racketing – U-500 doped calibration of the 232Th/230Th ratio of
hIS-2 and MAC1:
l of Mass Spectrometry 295 (2010) 26–35

Relative mass bias per AMU between unknown standard and
bracketing standard is calculated:

relative mass bias = ((238U 235 un/mean 238U 235 bra) − 1)/3

where 238U 235 un is the measured 238U/235U ratio of the
U-500 doped unknown standard (i.e. ThiS-2 or MAC-1), and
mean 238U 235 bra is the mean measured 238U/235U ratio of the
two bracketing standards (U-500 doped ThIS-1).

The absolute mass bias per AMU of the 232Th/230Th of bracketing
standards (U-500 doped ThIS-1) is calculated:

absolute mass bias = ((Measured 232Th 230/True 232Th 230) − 1)/2

where the true 232Th/230Th ratio of ThIS-1 is taken as
0.94098 ± 0.00064

The mass bias per AMU of the 232Th/230Th of the unknown stan-
dard is estimated:

corrected mass bias = mean abs mb bra + relative mass bias

where mean abs mb bra is the mean of the absolute mass bias of
the two bracketing standards.

The unknown standard is then corrected:

corr ratio = meas ratio/(1 + 2 × corrected mass bias)

where corr ratio is the corrected 232Th/230Th ratio and meas ratio
is the measured 232Th/230Th ratio.

Note that although linear law is used to calculate the absolute
mass bias, the choice of fractionation law is unimportant because
the correction is both derived from, and applied to the same ratio.

Calculation of theoretical linear law slope for U–Th fractionation
lines:

slope = (true Th ratio/true U ratio) × (�mass Th/�mass U)

Where true Th ratio is the true thorium isotope ratio (i.e.
232Th/230Th or 230Th/229Th ratio), true U ratio is the true uranium
isotope ratio (i.e. 238U/235U ratio of U-500), �mass Th is the nominal
mass difference between the thorium denominator and numerator
isotope, and �mass U is the nominal mass difference between the
uranium denominator and numerator isotope.

Calculation of theoretical slopes for exponential and power
laws:

The slopes have been calculated using the appropriate forms of
the generalised power given in Maréchal et al. [7]. Synthetic ‘mea-
sured’ data based on the certified value for U-500 and the calibrated
values of ThIS-1, ThIS-2, and MAC-1 were then generated over the
range of 0 to ∼9 per AMU, and a linear fit used to approximate the
slope. Note over the range of interest, both the exponential and
power laws deviate insignificantly from linearity.
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